Large-scale High-Performance Computers have had a significant impact on the design of processor, memory and network technologies for almost seventy years. In many cases HPC users are early adopters of novel hardware designs in an effort to find the best combination of performance, cost and capability. Our community focus today on Exascale-class systems, which will provide greater than 50 times increase in performance, is no exception and is pushing the boundaries of modern computing architecture. In this talk I will give an overview of our requirements for the systems we are currently deploying and intend to deploy in the coming years, explaining how some of our application memory access patterns create challenges for both memory latency and bandwidth. Towards the end of the talk I will also discuss node concepts being evaluated for HPC systems and use these to initiate a discussion of potential benefits and costs as we move into the Exascale computing era and beyond.
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